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ABSTRACT: 

Using pre-defined models to extract spatial information of the building, called model-based building extraction, has been considered 
as a convincible approach to improve the existing photogrammetric techniques. However, there is still a bottleneck on the practical 
efficiency and accuracy. This paper proposed a semi-automated approach to extracting buildings from multiple aerial images as well 
as close-range images by a tailored least-squares model-image fitting (LSMIF) algorithm. Compare to the floating mark which is 
used by conventional photogrammetric techniques, we proposed a naval measuring tool of “floating models” for building extraction. 
The floating model is an abstract representation of the real object, which can be a point, a line segment, a surface plane, or a 
volumetric model. Each floating model is associated with a set of pose parameters and a set of shape parameters. By fitting the 
model to images, these parameters will not only reveal the location of the building but also describe the shape of the building. The 
semi-automated strategy for building extraction includes following five steps: (1) manually select an appropriate model, (2) 
manually locate and adjust the model for approximate fitting, (3) automatically compute the optimal fitting, (4) manually edit, and (5) 
compose the fitted models according to the Constructive Solid Geometry (CSG). An ad hoc computer program which was developed 
to implementing the proposed semi-automated approach was tested by extracting 10 selected buildings around the NCKU campus. 
The accuracy achieved was evaluated by comparing the roof corner coordinates with manual measurements. 

1. INTRODUCTION 

In response to the development of 3D City Spatial Information 
Systems for urban planning and management, acquisition of 3D 
data of city objects has increasingly become an important topic. 
This tendency leads to intense research activities aiming for 
automated or semi-automated building extraction from digital 
aerial images in both the photogrammetry and the computer 
vision communities (Mohan and Nevatia, 1989, Braun et al., 
1995, Englert and Gülch, 1996, Lang and Förstner, 1996, 
Vosselman and Veldhuis, 1999, Grün, 2000). While the task of 
building extraction may differ in terms of image data type and 
scale, object complexity, required level of detail, and type of 
product, the common process sequence would be: detection, 
reconstruction, and attribution. Various approaches have been 
implemented with emphasis on more or less automation with 
respect to the process sequence. 

Conventional photogrammetry concentrates on the accurate 3D 
coordinate measurement of points. The automated measuring 
systems set up by image matching algorithms are still based on 
the point-to-point correspondence. However, linear feature 
contains more geometric and semantic information than point. It 
is also easier to be extracted from the photogrammetric images. 
Since the last decade, scholars and experts have been exploring 
the methods that linear feature takes place of point for solving 
photogrammetric problems (Schenk et al., 1991, Li and Zhou, 
1994). The researches show that linear features can be used to 
determine image orientation by space resection (Petsa and 
Patias, 1995, van den Heuvel, 1997, Kerschner, 1998, Hrabacek 

and van den Heuvel, 2000, Smith and Park, 2000), or to 
measure object by model-image fitting (Vosselman and 
Haralick, 1996, van den Heuvel, 1999, van den Heuvel, 2000, 
Heuel and Förstner, 2001, Zhou and Li, 2001). These 
innovative researches lead the photogrammetric technology to a 
new stage which is called “Line Photogrammetry”. 

Although the CAD system is not initially developed for 
photogrammetric purpose, its powerful functions of drawing, 
manipulating, and visualizing 2D objects have made it being 
widely used with photogrammetric systems. The increasing 
demands of object’s 3D models encourage many researches 
toward using 3D CAD models as a modelling tool to extracting 
objects from image data (Das et al., 1997, Ermes et al., 1999, 
Boehm et al., 2000, van den Heuvel, 2000, Tseng and Wang, 
2002). This trend towards integration of photogrammetry and 
CAD system in the algorithmic aspect creates a new term: 
“CAD-based Photogrammetry”. Researches show that using 
CAD models does increase the efficiency of photogrammetric 
modelling by two reasons: (1) the advanced object modelling 
techniques such as Constructive Solid Geometry (CSG), (2) the 
incorporation of geometric object constraints. 

Inspired by the line photogrammetry and CAD-based 
photogrammetry, we proposed a naval measuring tool – floating 
model – in this paper. The floating model represents a flexible 
entity floating in the 3D space. It can be a point, a line segment, 
a surface plane, or a volumetric model. Each model is 
associated with a set of shape parameters and a set of pose 
parameters. The pose parameters determine the datum point’s 
position and the rotation of the model. The shape parameters 



 

change the volume and the outline of the model. From the 
traditional photogrammetric point of view, the floating model is 
an extension of the floating mark. Instead, it is not only floated 
in the object space, but also deformable to fit the outline of the 
object. From the model-based building extraction point of view, 
floating mark is an exceptional case of floating model without 
any shape parameter. The details of floating models are given in 
the next chapter. 

Comparing to other modelling schemes, such as polyhedral 
models, prismatic models, or parameterized polyhedral models, 
CSG models scheme do not use one complicated model for a 
whole building, but a combination of several volumetric 
primitives. A primitive is a predefined simple solid model 
which is associated with a number of parameters representing 
the shape and pose. The final complete model is composed of a 
number of primitives, following the Boolean set operation. 
These characteristics make CSG models flexible enough for 
modelling most of the buildings, yet still can be simply 
described by a small set of rules. Therefore, CSG modeling 
scheme is suggested for model-based building extraction by 
many pioneers (Braun et al., 1995, Gülch et al., 1998, Veldhuis, 
1998, Ermes et al., 1999, Tangelder et al., 1999). The proposed 
floating model idea complies with the CSG principle. Each kind 
of floating models is a primitive. A building may be modelled 
by a combination of various floating models. 

Model-based building extraction (Sester and Förstner, 1989, 
Vosselman, 1998, Brenner, 1999, Fischer et al., 1999, Ameri, 
2000, Suveg and Vosselman, 2000, Tseng and Wang, 2003) 
starts with hypotheses of building model representing a 
specified target on the scene, and verifies the compatibility 
between the model and the existing image data. Approaches to 
model-based building extraction are mostly implemented in a 
semi-automatic manner, solving the model-image fitting 
problem based on some high-level information given by the 
operator. The spatial data of a building object are determined, 
when model-image fitting is achieved optimally. Therefore, the 
key is the algorithm that is able to determine the pose and shape 
parameters of a floating model such that the edge lines of the 
wire-frame, as projected into the images, are optimally 
coincided with the corresponding edge pixels. It is assumed that 
the image orientations are known and the pose and shape 
parameters are approximately determined through an interactive 
process. To deal with this problem, we proposed a tailored 
least-squares model-image fitting algorithm in chapter 3 as a 
major component of the building extraction framework. 

The proposed semi-automated strategy is shown as figure 1. 
The basic idea is based on “Human is good at interpretation, 
computer is good at calculation.” Therefore, the high-level tasks, 
such as primitive selection, approximately fitting, Boolean set 
operation, and local modification, are accomplished by operator. 
While the low-level task, such as complicated calculation of 
optimally fitting, is accomplished by computer programs. 

 
Figure 1. The proposed semi-automated strategy for model-

based building extraction. 

To test the practicability and to evaluate the accuracy, we 
designed a computer program for implementing the proposed 
procedures. Ten various buildings around the NCKU campus 
within four overlapped aerial images were selected as the 
experimental objects. Results and accuracy assessment are 
given in chapter 4, which shows the practical capability and 
potential. 

2. BUILDING MODELLING 

Building modelling and model-image fitting are two major 
issues in model-based building extraction. The issue on building 
modelling is how to establish a set of representative and 
complete building models. Buildings in Taiwan are highly 
diverse in appearance. It is almost impossible to categorize 
them into distinct styles of representative models. However, 
there is still regularity inherent in the most building structure, 
which allows describing buildings with a small set of rules. 
Since the buildings are basically volumetric objects, it is 
adequate to modelling by 3D solid entities. By summarizing the 
experiences of measuring by floating mark and reviewing the 
references of line photogrammetry and CAD-based 
photogrammetry, a naval measuring tool of “floating model” is 
proposed. 

2.1 Floating Models 

Traditional photogrammetric mapping systems concentrate on 
the accurate measurement of points. The floating mark is a 
simple way to represent the position of a point in the space, and 
thus, has been served as the only measuring tool on the stereo 
plotters up to nowadays. The idea behinds the floating mark is 
to depict the intersection V1 of the bundle from the projection 
centers O1 and O2, through the image point v1’ and v1” to the 
ground, as figure 2 shows. If the conjugate point v1’ or v1” 
moves along the epipolar line, the intersection point V1 
represented by floating mark will raise or sink along the bundle, 
seems like “floating” in the object space. This simple 
representation of a 3D coordinates has been very useful for 
photogrammetric measurement and 2.5D mapping system. 
However, the floating mark reaches its limits when the 
conjugate points can not be identified due to the occlusions or 
interferences from other noises. And with the increasing needs 
of 3D object models, point-by-point measurement has been 
become the bottleneck of the production. 
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Figure 2. The concept of floating model. 

Line photogrammetry takes the nature of 3D linear feature into 
consideration and introduces the 3D line equations as unknowns 
instead of 3D coordinates. Take figure 2 for example, operator 
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only has to measure any two points along v1’v2’ on one image 
and any two points along v1”v2” on the other image, then the 
line equations could be determined. The greatest benefit of line 
photogrammetry is avoiding the point identification and 
correspondence problem. Similar to the points, linear features 
can be used for solving intersection or resection problems. If the 
image orientation has been known, measuring linear features on 
the images can be used to extract 3D line segments. If the 3D 
line equations have been known, measuring linear features on 
the images can be used to determine image orientation. 

The next development based on line photogrammetry is the 
CAD-based photogrammetry which is incorporated with various 
existing CAD models, such as box, cylinder, wedge, etc. The 
object model can be extracted by projecting wire-frame of CAD 
model onto the image and verifying the coincidence. The CAD-
based photogrammetry has been successfully applied in some 
close-range photogrammetric applications, such as extracting 
oil pipes at an industrial plant. However, buildings are not so 
regular as industrial components. CAD models are not flexible 
enough to handle various kinds of building. 

To deal with the modelling problem, we proposed a naval 
concept of floating models which complies with the 
constructive solid geometry. The floating model is basically a 
primitive CSG model, which determines the intrinsic geometric 
property of a part of building. The floating models can be 
categorized into four types: point, linear feature, plane, or 
volumetric solid. Each type contains various primitive models 
for the practical needs. For example, the linear feature includes 
the line segment and the arc. The plane includes the rectangle, 
the circle, the ellipse, the triangle, the pentagon, etc. The 
volumetric solid includes the box, the gable-roof house, the 
cylinder, the cone, etc. Despite the variety in their shape, each 
primitive model commonly has a datum point, and is associated 
with a set of pose parameters and a set of shape parameters. The 
datum point and the pose parameter determine the position of 
the floating model in object space. It is adequate to use 3 
translation parameters (dX, dY, dZ) to represent the position and 
3 rotation parameters, tilt (t) around Y-axis, swing (s) around X-
axis, and azimuth (α) around Z-axis to represent the rotation of 
a primitive model. Figure 3 shows four examples from each 
type of models with the change of the pose parameters. X’-Y’-Z’ 
coordinate system defines the model space and X-Y-Z 
coordinate system defines the object space. The little pink 
sphere indicates the datum point of the model. The yellow 
primitive model is in the original position and pose, while the 
grey model depicts the position and pose after changing pose 
parameters (dX, dY, dZ, t, s, α). It is very clear that, the model is 
“floating” in the space by controlling these pose parameters. 
The volume and shape of the model remain the same while the 
pose parameters change. The shape parameters describe the 
shape and size of the primitive model, e.g., a box has three 
shape parameters: width (w), length (l), and height (h). 
Changing the values of shape parameters elongates the 
primitive in the three dimensions, but still keeps its shape as a 
rectangular box. Various primitive may be associated with 
different shape parameters, e.g., a gable-roof house primitive 
has an additional shape parameter – roof’s height (rh). Figure 4 
shows three examples from each type of models with the 
change of shape parameters. The point is an exceptional case 
that does not have any shape parameters. The yellow one is the 
original model, while the grey one is the model after changing 
the shape parameters. The figure points out the other important 
characteristic of the floating model – the flexible shape with 

certain constraints. Changing the shape parameters does not 
affect the position or the pose of the model. 
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Figure 3. Change the pose of floating models by adjusting pose 

parameters. 
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Figure 4. Change the shape of floating models by adjusting 

shape parameters. 

2.2 CSG tree and Boolean Set Operation 

The greatest benefit of constructive solid geometry is the 
flexibility of modelling complex buildings. In this paper, 
building parts are extracted by floating models one-by-one, then 
combined into a complete building model via Boolean set 
operations, such as union( ∪ ), intersection( ∩ ), and 
difference(－). Figure 5 depicts the composition process of a 
complex building model, which is also called a CSG tree. The 
union operation may be the most commonly used. Since the 
building parts are extracted independently, discrepancy between 
connected walls is unavoidable. Special constraints or local 
modification should be provided to assisting the attaching 
process. 

 

Figure 5. The CSG tree of a complex building model. 



 

3. LEAST-SQUARES MODEL-IMAGE FITTING 

The principle of model-image fitting algorithm is to adjust the 
shape and pose parameters of a primitive model, so it can fit the 
corresponding features extracted from the images. Since the 
floating model can be taken as a wire-frame model, the features 
for fitting are edge pixels. The optimal fit is achieved by 
minimizing the sum of the perpendicular distances from the 
edge pixels to the corresponding projected line of the wire-
frame model. Figure 6 depicts the optimal fitting procedure. A 
model base which is a collection of various floating models has 
been pre-established. The selected primitive model is projected 
onto the image and fit the extracted edge pixels. 
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Figure 6. The procedures of optimal fitting. 

3.1 Coordinate Systems 

The proposed LSMIF algorithm performs the fitting in the 
photo coordinate system. A primitive model, however, is 
defined in the model space. It is necessary to transform a 
primitive model from model space to object space by 
introducing a set of shape and pose parameters. Then, it has to 
be projected onto the photo coordinate system with the known 
exterior orientation parameters. On the other hand, edge pixels 
extracted from the images should be transformed to the photo 
coordinate system for matching. Figure 7 shows the 
transformation of a box from model to photo coordinate system 
and the edge pixels from image to photo coordinate system. 
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The primitive model defined in the model space is a simple unit 
solid, e.g. a box is a unit cube of which width, length, and 
height are all equal to 1. The shape parameters will elongate or 
shorten the box to the correct size, and the pose parameters will 
rotate and move the box to the correct altitude and position in 
the object space. Table 1 lists the eight vertices coordinates 
transforming from model space to object space. Each vertex in 
the object space is then projected onto the images by the 

collinearity condition equations with the known exterior 
orientation elements 

3.2 Approximate Fitting and Buffer 

An approximate fitting is required before applying the LSMIF 
algorithm. An interactive program is developed for model 
selection, approximate fitting, and visualization. To obtain as 
close as to the right fitting, this program provides a user 
interface that allows the operator to resize, rotate, and move a 
model to fit the corresponding building images approximately. 
Benefited from the approximate fitting, the LSMIF iteratively 
pulls the model to the optimal fit instead of blindly searching 
for the solution. To avoid the disturbance of irrelevant edge 
pixels, only those edge pixels distributed within the specified 
buffer zones will be used in the calculation of the fitting 
algorithm. Figure 8 depicts the extracted edge pixels Tijk and the 
buffer determined by a projected edge vi1vi2 of the model. The 
suffix i represents the index of edge line, j represents the index 
of overlapped image, and k represents the index of the edge 
pixel. Filtering edge pixels with buffer is reasonable, because 
the discrepancies between the projected edges and the 
corresponding edge pixels should be small, as the model 
parameters are known approximately. However, the buffer size 
has to be carefully chosen because it will directly affect the 
convergence of the computation, i.e., the pull-in range. 
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Figure 8. The extracted edge pixels and the buffer. 

3.3 Objective Function and Least-squares Adjustment 

That the fitting condition we are looking for is the projected 
model edge line exactly falls on the building edges in the 
images. In Eq.(1), the distance dijk represents a discrepancy 
between an edge pixel Tijk and its corresponding edge line vi1vi2, 
which is expected to be zero. Therefore, the objective of the 
fitting function is to minimize the squares sum of dijk. Suppose a 
projected edge line is composed of the projected vertices vi1(xi1, 
yi1) and vi2(xi2, yi2), and there is an edge pixel Tijk(xijk, yijk) 
located inside the buffer. The distance dijk from the point Tijk to 
the edge vi1vi2 can be formulated as the following equation: 

Vertex No. Model Space 
Coordinate 

Multiply 
Shape Parameters 

After Rotation After Translation 
(Object Space Coordinate) 

v1 (0, 0, 0) (0, 0, 0) (0, 0, 0) (dX, dY, dZ) 
v2 (1, 0, 0) (w, 0, 0) (wcosα, wsinα, 0) (wcosα+dX, wsinα+dY, dZ) 
v3 (1, 1, 0) (w, l, 0) (wcosα-lsinα, wsinα+lcosα, 0) (wcosα-lsinα+dX, wsinα+lcosα+dY, dZ) 
v4 (0, 1, 0) (0, l, 0) (-lsinα, lcosα, 0) (-lsinα+dX, lcosα+dY, dZ) 
v5 (0, 0, 1) (0, 0, h) (0, 0, h) (dX, dY, h+dZ) 
v6 (1, 0, 1) (w, 0, h) (wcosα, wsinα, h) (wcosα+dX, wsinα+dY, h+dZ) 
v7 (1, 1, 1) (w, l, h) (wcosα-lsinα, wsinα+lcosα, h) (wcosα-lsinα+dX, wsinα+lcosα+dY, h+dZ) 
v8 (0, 1, 1) (0, l, h) (-lsinα, lcosα, h) (-lsinα+dX, lcosα+dY, h+dZ) 

Table 1. Vertices coordinates from model space to object space. 
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where  i  = the index of the edge line 
j = the index of the overlapped image 
k = the index of the edge pixel 

The photo coordinates vi1(xi1, yi1) and vi2(xi2, yi2) are functions 
of the unknown model parameters, comparatively the exterior-
orientation parameters of photos are known. Therefore, dijk will 
be a function of the model parameters. Taking a box model for 
instance, dijk will be a function of w, l, h, α, dX, dY, and dZ, 
with the hypothesis that a normal building rarely has a tilt angle 
(t) or swing angle (s). The least-squares solution for the 
unknown parameters can be expressed as: 

Σdijk
2 = Σ[Fijk( w, l, h, α, dX, dY, dZ)]2  → min.    (2)  

Eq.(2) is a nonlinear function with regard to the unknowns, so 
that the Newton’s method is applied to solve for the unknowns. 
The nonlinear function is differentiated with respect to the 
unknowns and becomes a linear function with regard to the 
increments of the unknowns as follows: 
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in which, Fijk0 is the approximation of the function Fijk 
calculated with given approximations of the unknown 
parameters. Given a set of unknown approximations, the least-
squares solution for the unknown increments can be obtained, 
and the approximations are updated by the increments. 
Repeating this calculation, the unknown parameters can be 
solved iteratively. 

The linearized equations can be expressed as a matrix form: 
V=AX-L, where A is the matrix of partial derivatives; X is the 
vector of the increments; L is the vector of approximations; and 
V is the vector of residuals. The objective function actually can 
be expressed as q=VTV→min. For each iteration, X can be 
solved by the matrix operation: X=(ATA)-1ATL. The iteration 
normally will converge to the correct answer. However, 
inadequate relevant image features, affected by irrelevant 
features or noise, or given bad initial approximations may lead 
the computation to a wrong answer.  

4. EXPERIMENTS 

The test data are aerial photos of the NCKU campus, digitized 
by the photogrammetric scanner in 25µm resolution. The 
original photos are taken with a 305.11mm-focal-length aerial 
camera in the height about 1600m, so the average photo scale is 
about 1:5000. The end-lap between photos is more than 60%, 
and the side-lap is more than 30%. In the tests, buildings were 
extracted from the stereo image pairs formed by end-lap. Ten 
various buildings were arbitrarily selected for the test. All of the 
buildings are properly represented by a combination of box and 
gable-roof primitives, totally 23 primitives. For each primitive 
model, it takes about 20 sec to complete the fitting. Figure 9 
shows an example of the fitting results. To evaluate the 
accuracy of LSMIF, all of the visible building corners were also 

measured by an experienced operator with an analytical plotter. 
Table 2 lists the average and RMS differences. 

Table 2. The average and RMS differences of the building 
corner coordinates derived from LSMIF and manual 
measurements. 

 X(m) Y(m) Z(m) 
Average Diff. 0.161 0.007 0.047 

RMS Diff. 0.330 0.277 1.034 

 (a) 

(b) 
Figure 9. (a) The image pair superimposed with the extracted 

edge pixels (red) and the projected wire-frame 
model (green) after manual approximate fitting. 
(b) The fitting result. 

 

5. CONSLUSIONS 

The objective of this study is to provide a semi-automated 
model-based building extraction system which can improve the 
efficiency of extracting and modelling buildings from multiple 
photogrammetric images. There are a number of characteristics 
of the proposed approach: 

 The semi-automated strategy combines human ability on 
image interpretation and computer algorithmic potential. 

 Compare to the traditional point-by-point mapping system, 
this approach provide floating models to extract data object-
by-object. 

 It is able to handle multiple images simultaneously, even 
combines aerial and close-range images. 

 There is no need for stereo viewing. 
 It complies with the constructive solid geometry, so the 

complex building can be modelled by a number of primitives. 

The experiments results have shown the reliability and potential 
of this approach. If introducing adequate constraints, the 
influence from irrelevant noise data can be decreased and the 
accuracy will be improved.  Besides, the floating models are not 
only capable of extracting buildings, but also capable of 
determining image orientation. The ideal scenario would be 
integrating the aerial and close-range photogrammetry. First, 



 

extract the essential models of the building from orientation-
known aerial images. Then, use these models to determine the 
orientation of the close-range images. Finally, extract the 
sophisticated model from close-range images. 
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